
Experiments
A differential drive “Roomba”-style robot:

Learning a policy with a physics engine 
implemented in DiffTaichi:

MuJoCo cartpole, using finite differences:

Controlling a quadrotor:

Faster Policy Learning with Continuous-Time Gradients

Research questions
Q1: Can we compute more accurate 
estimates of the policy gradient?
Backprop. through time (BPTT) introduces 
numerical error by discretizing the robot 
trajectory under a policy. By computing a 
more accurate estimate of the policy 
gradient, can we optimize a policy in fewer 
iterations? 

Q2: Can we compute policy gradient 
estimates more efficiently? Suppose we 
want a target level of accuracy for our 
policy gradient estimates. We can achieve 
the target accuracy by controlling the 
discretization step-size for BPTT. By using 
better numerical algorithms, can we 
achieve the same accuracy with a smaller 
computational budget?

Neural ODEs aren’t sufficient
It turns out that Neural ODEs are not 
sufficient for control experiments. The 
backprop process in a Neural ODE leaves 
open the question: “Where’d ya come 
from? Where’d ya go?”

Since optimal controllers will generally 
navigate the system to a fixed point, 
Neural ODE’s “backtracking” technique 
becomes unstable.

The CTPG algorithm
Instead, we propose maintaining a spline 
representation of the “forward” pass. This 
proves to be quite lightweight and enables 
us to learn rich policies. Furthermore, we 
show that BPTT is an instantiation of our 
algorithm with specific choices for the 
ODE solver and spline.
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SUMMARY
Who needs RL? We learn policies by differentiating directly 
through the physics engine. In addition, we offer significant 
performance improvements working in continuous time!

Key idea: Rather than 
computing an exact gradient 
of a discretized system, we 
instead compute an 
approximate gradient of the 
continuous system.


