
Mo’ States Mo’ Problems: Emergency Stop Mechanisms from Observation

FrozenLake-v0 Q Learning Actor-critic policy gradient

In many RL environments, optimal policies only visit a small 
subset of the state space. “Emergency stops” exploit this 
phenomenon, revealing a tradeoff between learner sample 
complexity and asymptotic performance.

SUMMARY

2. The sample complexity vs. suboptimality tradeoff

Key question: When should an RL agent be stopped along a training rollout?

Emergency stops (e-stop): Premature ends to rollouts.
Manual e-stop: Human with a big red button.
Automatic e-stop: Learned termination condition.

Support set     : Set of states which do not induce e-stops.

3. Guarantees
Learning Regret scales with the size of the state space, 
e.g. well known lower bound

This suggests a fundamental tradeoff between

● The frequency of e-stop, via the size of 
● The performance of the agent

Asymptotic suboptimality is bounded in terms of the 
expert’s average state distribution.

State-only expert demonstrations can be used to 
construct the support superset

Implications: Remove states that are low probability 
under the expert’s average state distribution.
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4. Experiments
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E-stop performance tends to 
exceed expert performance.

The support set can be 
constructed out of a 
surprisingly small number of 
expert demonstrations.

Continuous

E-stops empirically trade off a small suboptimality gap for 
a significant increase in sample complexity. 
- Support sets built from pre-trained expert policy roll-outs.
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